SEMI-ANALYTICAL BIFURCATION ANALYSIS OF TWO-PHASE FLOW IN A HEATED CHANNEL
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Using a drift flux representation for the two-phase flow, a new reduced order model has been developed to simulate density-wave oscillations (DWOs) in a heated channel. This model is then used to perform stability and semi-analytical bifurcation analysis, using the bifurcation code BIFDD, in which the stability boundary (SB) and the nature of Hopf bifurcation are determined in a suitable two-dimensional parameter space.

A comparative study is carried out to investigate the effects of the parameters in the drift flux model (DFM) — the radially void distribution parameter \( C_0 \) and the drift velocity \( V_{gj} \) — on the SB as well as on the nature of Hopf bifurcation. It is the first time that a systematic analysis has been carried out to investigate the effects of DFM parameters on the nature of Hopf bifurcation in a heated-channel two-phase flow.

The results obtained show that both sub- and super-critical Hopf bifurcations are encountered. In addition, it has been found that, while the SB is sensitive to both \( C_0 \) and \( V_{gj} \), the nature of Hopf bifurcation for lower values of \( N_{sub} \) is more sensitive to \( V_{gj} \) than to \( C_0 \). Numerical integration of the set of ODEs is carried out to confirm the predictions of the semi-analytical bifurcation analysis.
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1. Introduction

Nonlinear boiling water reactor (BWR) studies are generally pursued by employing large system codes like RAMONA [Wulf et al., 1984] and RETRAN [Jensen & Galer, 1990]. However, detailed investigations using this approach, where parametric studies are to be carried out over large regions of parameter space, are very expensive and time consuming. For this purpose, it is necessary to use the so-called reduced order models containing a “manageable” number of system equations incorporating the essential features of the physical phenomena involved. Since the thermal-hydraulic model determines the main feedback gain and the associated time delay (void feedback reactivity), the modeling of the fluid dynamics is of paramount importance in the
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reduced order model analysis of BWRs. For a certain set of hydraulic parameter values, the system of nonlinear differential equations describing the fluid dynamics can generate so-called self-sustained density-wave oscillations (DWOs), a typical two-phase flow instability.

The study of the nonlinear behavior of density wave instabilities has attracted considerable interest in the last two decades. Benefiting from the development of nonlinear dynamics theory, significant advances have been made in the nonlinear stability analysis of heated channels as well as BWRs. Moreover, additional efforts have been recently concentrated on bifurcation analyses, in which the effects of different design as well as operational parameters on bifurcation characteristics are analyzed. Such bifurcation analyses give important information that should be taken into account in the design and operational analysis of the next generation of BWRs.

Achard et al. [1985] carried out an analytical bifurcation study of DWO phenomena on the basis of a homogeneous equilibrium model (HEM). This led to two functional differential equations (FDEs). Rizwan-uddin and Dorning [1986] extended that model using a drift flux model and obtained very complicated nonlinear, functional, delay, integro-differential equations for the inlet velocity and two-phase residence time. They carried out stability and bifurcation analyses and showed that the SB is sensitive to the value of \( C_0 \) (void radial distribution parameter). The effect of \( V_{dr} \) (drift velocity) on the SB appeared to be small. The nature of Hopf bifurcation along the entire SB was found to be supercritical. However, the impact of \( C_0 \) and \( V_{dr} \) on the nature of Hopf bifurcation was not reported.

Later, starting from the homogeneous equilibrium model, Clausse and Lahey [1991] developed a model based on a drift flux representation for the two-phase flow. Such a model is more appropriate, since it takes into account: (a) the difference between the two-phase velocities, which is particularly important in low-flow regimes, and (b) the radially nonuniform void distribution inside the channel. Moreover, we perform stability and so-called semi-analytical bifurcation (see Sec. 3) analyses using the bifurcation analysis code BIFDD [Hassard, 1987]. In effect, to the authors’ knowledge, this is the first time that a systematic analysis has been carried out to investigate the effects of DFM parameters on the nature of Hopf bifurcation in a heated channel two-phase flow problem.

This paper is organized in the following way. The next section presents the derivation of the heated channel model. In Sec. 3, the mathematical background of Hopf bifurcation is briefly reviewed, and semi-analytical bifurcation analysis and the code BIFDD are described. Section 4 is devoted to a comparison between the use of the drift flux and homogeneous equilibrium models, using both semi-analytical bifurcation analysis and standard numerical integration of the sets of ODEs. Finally, a summary and conclusion of the present work are given in the last section.
2. Model

Using the drift flux model to represent the two-phase flow, the mathematical model is based on the assumptions that the single-phase enthalpy and the two-phase quality have spatially quadratic but time-dependent profiles. These assumptions have been used earlier with the homogeneous equilibrium model for two-phase flow [Karve et al., 1994].

Five ODEs result from the integration of the one-dimensional time-dependent continuity, energy and momentum equations in the single- and two-phase regions using a weighted residuals procedure. The integration is carried out analytically using the Maple symbolic toolbox. The Roman and Greek symbols are defined in the nomenclature section, and the details of the dimensionless variables and parameters are given in Appendix A.

2.1. Single-phase region

The single-phase region extends from the channel inlet to the boiling boundary \( \mu(t) \) (see Fig. 1), i.e., the location where bulk boiling begins. The energy equation can be written in dimensionless form as follows:

\[
\frac{\partial h(z, t)}{\partial t} + v_{\text{inlet}}(t) \frac{\partial h(z, t)}{\partial z} = N_p N_r N_{\text{pch,loc}}(t) \tag{1}
\]

where \( h(z, t) \) is the single-phase enthalpy, \( v_{\text{inlet}}(t) \) is the liquid inlet velocity, and \( N_{\text{pch,loc}}(t) \) is the time-dependent phase-change number in the single-phase region, which is proportional to the heat flux in the single-phase region. The dimensionless quantities \( N_p \) and \( N_r \) are defined in Appendix A.

A time-dependent, spatially quadratic distribution for the enthalpy, as originally proposed and validated by Karve et al. [1994], is now introduced:

\[
h(z, t) \approx h_{\text{inlet}} + a_1(t)z + a_2(t)z^2 \tag{2}
\]

Substituting this expression in the single-phase energy equation (1), using weight functions 1 and 2, and integrating from the inlet of the channel \( z = 0 \) to the boiling boundary \( z = \mu(t) \), we arrive at the ODEs for the phase variables \( a_1(t) \) and \( a_2(t) \) for the single-phase region:

\[
\frac{da_1(t)}{dt} = \frac{6}{\mu(t)} \left[ N_p N_r N_{\text{pch,loc}}(t) - v_{\text{inlet}}(t) a_1(t) \right] - 2v_{\text{inlet}}(t) a_2(t), \tag{3}
\]

\[
\frac{da_2(t)}{dt} = \frac{6}{\mu^2(t)} \left[ N_p N_r N_{\text{pch,loc}}(t) - v_{\text{inlet}}(t) a_1(t) \right] \tag{4}
\]

2.2. Two-phase region

The two-phase region extends from the boiling boundary to the channel exit as shown in Fig. 1. Derived from the four fundamental equations [Zuber & Staub, 1967], the drift flux equations for two-phase flow in the dimensionless form are [Rizwan-uddin & Dorning, 1986]:

\[
\frac{\partial j(z, t)}{\partial t} = N_{\text{pch,loc}}(t), \tag{5}
\]

\[
\frac{\partial (\rho C_p j(z, t))}{\partial t} + \frac{\partial (\rho C_p j(z, t) v(z, t))}{\partial z} = -N_{\text{pch,loc}}(t) \left[ N_r - C_0 \alpha(z, t) \right] \tag{6}
\]

for the conservation of volumetric flux and void fraction, and

\[
\frac{\partial P_{\text{loc}}}{\partial z} = \rho_m(z, t) \left[ F_{\gamma^{-1}} + \frac{\partial \rho_m(z, t)}{\partial t} \right] + \rho_m(z, t) \frac{\partial (\rho_m(z, t) v_m(z, t))}{\partial z} + N_{j,\text{loc}} v_m(z, t) \tag{7}
\]

for the conservation of momentum of the mixture, with the different quantities defined as follows:

\[
\gamma_{\text{loc}} = V_{\text{gj}} + (C_0 - 1) \cdot j(z, t), \quad V_{\text{gj}} \text{ is the drift velocity, } \quad C_0 \text{ is the radially void distribution parameter, and } \quad j(z, t) = v_{\text{inlet}}(t) + N_{\text{pch,loc}}(t)(z - \mu(t)).
\]

\[
\rho_m(z, t) = 1 - \frac{\alpha(z, t)}{N_r}
\]
is the mixture density, and
\[ v_m(z,t) = j(z,t) + (V_0) \]
\[ + C_0(1 - j(z,t))(1 - \frac{1}{\rho_m(z,t)}) \]
is the mixture velocity.

The drift flux relation between the void fraction \(\alpha(z,t)\) and the equilibrium quality \(x(z,t)\) is
\[ \alpha(z,t) = \frac{x(z,t) N_r}{G(x(z,t) + N_p N_r) + \frac{V_0 N_p N_r}{G}} \tag{8} \]
where \(G\) is the mass flow rate, and can be related to the quality by
\[ G(z) = \frac{j(z,t) N_p}{x + (1 - x_{eq}) N_p} = \frac{j(z,t) N_p N_r}{x + N_p N_r} \tag{9} \]
Equation (8) can be simplified to
\[ \alpha(z,t) = \frac{x(z,t) j(z,t) N_r}{(x(z,t) + N_p N_r)(C_0 z(t) + V_0)} \tag{10} \]
The void fraction for the drift flux model can be written as a sum of the void fractions due to the homogeneous equilibrium model and a correction term:
\[ \alpha(z,t) = \frac{1}{C_0} (\alpha_{homo}(z,t) - V_0 \cdot \alpha_{corr}(z,t)) \tag{11} \]
where
\[ \alpha_{homo}(z,t) = \frac{x(z,t) N_r}{(x(z,t) + N_p N_r)} \]
and
\[ \alpha_{corr}(z,t) = \frac{x(z,t) N_r}{(x(z,t) + N_p N_r)(C_0 z(t) + V_0)} \].

Taking into account the quadratic dependence of the quality in the spatial direction [Karve et al., 1994],
\[ x(z,t) \approx N_p N_r [s_1(t) (z - \mu(t)) + s_2(t) (z - \mu(t))^2] \tag{12} \]
we substitute the values of \(x(z,t)\) and \(j(z,t)\) in Eq. (10), substitute the resulting Eq. (10) in the void propagation Eq. (6), and finally, using the weighted residuals method,\(^2\) we obtain the ODEs for the phase variables in the two-phase region, \(s_1(t)\) and \(s_2(t)\), by integrating from the boiling boundary
\[ z = \mu(t) \] to the channel exit \(z = 1:\)
\[ \frac{d\alpha_1(t)}{dt} = \frac{1}{f_{f1}(t)} \left[ f_{f1}(t) \frac{d\mu(t)}{dt} + f_{f2}(t) \frac{d\alpha_{int}(t)}{dt} + f_{f3}(t) \frac{d\alpha_{int}(t)}{dt} \right] \tag{13} \]
\[ \frac{d\alpha_2(t)}{dt} = \frac{1}{f_{f2}(t)} \left[ f_{f2}(t) \frac{d\mu(t)}{dt} + f_{f3}(t) \frac{d\alpha_{int}(t)}{dt} + f_{f4}(t) \right] \tag{14} \]
where \(s_1(t)\) and \(s_2(t)\) are the coefficients of the linear and quadratic terms in the quality profile, and \(f_{f1}(t) = 1, \ldots, 9\) are complicated intermediate quantities, which depend on the phase variables, the operating parameters and the design parameters. Since these expressions are very long [Dokhane, 2004], their detailed forms are not presented here.

Finally, using the fixed total pressure drop with respect to time as a boundary condition, the single-phase and two-phase momentum equations are used to derive the ODE for the inlet liquid velocity \(\nu_{inlet}(t)\), which is one of the state variables. Integrating the momentum equations for the single-phase and two-phase regions, we get the equations for single and two-phase pressure drops (\(\Delta P_{1p}\) and \(\Delta P_{2p}\), respectively) in terms of \(\nu_{inlet}(t)\). Finally, these pressure drops are summed along with the inlet and exit pressure drops (\(\Delta P_{inlet}\) and \(\Delta P_{ext}\), respectively), and then set equal to the external pressure drop \(\Delta P_{ext}\):
\[ \Delta P_{1p}(t) + \Delta P_{2p}(t) + \Delta P_{inlet}(t) + \Delta P_{ext}(t) = \Delta P_{ext} \tag{15} \]
Rearranging Eq. (15) leads to the equation for the inlet velocity
\[ \frac{d\nu_{inlet}(t)}{dt} = \frac{1}{f_{f1}(t)} \left[ f_{f1}(t) \frac{d\mu(t)}{dt} + s_2(t) \frac{d\alpha_{int}(t)}{dt} + f_{f2}(t) \frac{d\alpha_{int}(t)}{dt} \right] \tag{16} \]
where \(f_{f1}(t) = 11, \ldots, 14\) are complicated intermediate quantities, which depend on the phase variables, and the operating and the design parameters.

\(^2\)The weight functions used to obtain ODEs for \(s_1(t)\) and \(s_2(t)\) are 1 and \(z\).
2.3. Summary of the model

The dynamical system that results from the heated channel model can be written in a compact form as:

\[ \dot{X}(t) = F(X, \lambda) \]

where \( X(t) = (a_1(t), a_2(t), s_1(t), s_2(t), v_{\text{inlet}}(t))^T \) is the vector of phase variables, \( a_1(t) \) and \( a_2(t) \) are the coefficients of the linear and quadratic terms for the liquid enthalpy profile, \( s_1(t) \) and \( s_2(t) \) are the coefficients of the linear and quadratic terms for the quality profile, \( v_{\text{inlet}}(t) \) is the liquid velocity at the channel inlet, and \( \lambda \) is the vector of parameters that includes both operating and design parameters

\[ \lambda = (N_p, N_r, N_{\text{ch},1}, N_{\text{ch},2}, N_{\text{ch},3}, N_{\text{ch},4}, K_{\text{ch},1}, K_{\text{ch},2}, K_{\text{ch},3}, K_{\text{ch},4}, K_{\text{ch},5}, K_{\text{ch},6}) \]

It should be pointed out that, a validation study [Dokhane, 2004], not presented in this paper, in which the results of this model have been compared to the certain appropriate experimental data [Saha et al., 1976] as well as to several earlier models developed to simulate two-phase flow instabilities [Ishii & Zuber, 1970; Saha & Zuber, 1978; Rizwan-uddin & Dorning, 1986; Dykhuijzen et al., 1986; Karve et al., 1994], has shown that the current model is in fact in better agreement with the experimental data than most of the other models.

3. Methods

3.1. Hopf bifurcation

Hopf bifurcation has been reported by many researchers [Achard et al., 1985; Rizwan-uddin & Dorning, 1986; Munoz-Cobo & Verdiu, 1991; Tsuji et al., 1993; Karve et al., 1997; van der Bragt et al., 1999; Dokhane et al., 2003] to be the most important type of bifurcation observed during heated channel and boiling water reactor (BWR) stability analysis. Generally speaking, Hopf bifurcation theory states that stable or unstable periodic solutions to a set of nonlinear differential equations exist under certain conditions. Consider the following system of ODEs

\[ \frac{dx(t)}{dt} = F(x, \lambda) \]

where \( x(t) \) is the state vector, \( F \) an analytical vector function, and \( \lambda \) is the so-called bifurcation parameter. \( \dot{x} \) is the steady-state solution or the fixed point of Eq. (19), i.e., \( F(x, \lambda) = 0 \) for all \( \lambda \).

The Hopf bifurcation theorem states that:

(i) a pair of complex conjugate eigenvalues \( \sigma(\lambda) \pm i\omega(\lambda) \) of the Jacobian matrix crosses the imaginary axis for a critical value of \( \lambda = \lambda_c \) in such a way that \( \omega(\lambda_c) > 0 \), \( \sigma(\lambda_c) = 0 \) and \( \partial\sigma(\lambda_c)/\partial\lambda \neq 0 \), and,

(ii) all the other eigenvalues have strictly negative real parts (see Fig. 2).

Hence, periodic solutions of Eq. (19) bifurcate from a branch of the steady-state solution \( x_{\text{eq}} \) at \( \lambda = \lambda_c \).

In simpler terms, the theorem implies that periodic solutions to the nonlinear differential equations exist for parameter values \( \lambda \) if at \( \lambda = \lambda_c \) a pair of complex conjugate eigenvalues of the Jacobian matrix has zero real part while all others are away from, and to the left of, the imaginary axis, and the derivative of the real part of the pair of eigenvalues on the imaginary axis with respect to \( \lambda \) is non-zero. These periodic solutions only exist either on the stable side or on the unstable side. If the periodic solutions exist on the unstable side of the SB, they are stable, and the Hopf bifurcation is called supercritical. On the other hand, if the periodic solutions exist on the stable side of the SB, they are unstable and the Hopf bifurcation is called subcritical.

The stability of the periodic solution is determined by applying the Floquet theory of differential equations with periodic coefficients [Nayfeh & Balachandran, 1995], in which two Floquet exponents appear to give more nonlinear information regarding the system stability behavior. The first exponent is always zero and the other exponent, \( \beta \), determines the stability of the periodic oscillation. If \( \beta < 0 \), the periodic solution is stable (supercritical bifurcation), while if \( \beta > 0 \) the periodic solution is unstable (subcritical bifurcation). Since Floquet theory is based on linear analysis, the obtained
information on the periodic solutions is valid only close to the stability boundary.

Transition from a stable (unstable) fixed point solution to an unstable (stable) fixed point and a stable (unstable) periodic solution (limit cycle) is shown schematically in Fig. 3. The case of subcritical Hopf bifurcation, shown in Fig. 3(a), has an unstable periodic solution (repeller limit cycle) for $\lambda > \lambda_c$. Hence, for $\lambda > \lambda_c$, perturbations of amplitude less than the amplitude of the parabola will decay to zero (stable fixed point solution), while perturbations of amplitude greater than the limit cycle amplitude will be repelled and hence will move away from the stable fixed point as well as from the unstable limit cycle. On the other hand, in the supercritical Hopf bifurcation case shown in Fig. 3(b), there exist stable limit cycles in the unstable region, and hence small perturbations grow and stabilize at the limit cycle, while perturbations with amplitude larger than the limit cycle radius (amplitude) can decay onto the limit cycle, depending upon the size of the perturbation and the basin of attraction of the stable limit cycle.

3.2. Semi-analytical bifurcation analysis

Crossing a stability boundary between a region with no eigenvalues with positive real parts and a region with one pair of complex conjugate eigenvalues with positive real parts implies Hopf bifurcation. Such a stability boundary can be easily determined via a linear analysis. However, to determine the nature of bifurcation (sub- versus supercritical) and the oscillation amplitude close to the stability boundary, additional (bifurcation) analyses are necessary. Such bifurcation studies are usually performed in one of two ways, viz. either by numerically integrating the set of governing equations, or analytically. However, due to the limitations of both approaches, as discussed in Sec. 1, an alternative approach has currently been adopted in which analytical bifurcation is carried out numerically. In this approach, the governing set of nonlinear equations are neither integrated numerically in time nor treated entirely analytically. Rather, the analytical reduction to the Poincaré normal form via the center manifold theorem is carried out numerically [Hassard, 1986]. This approach, which henceforth is called the semi-analytical method, allows accurate and efficient evaluation of the entire parameter space of interest.

3.3. Bifurcation code BIFDD

The bifurcation code BIFDD (Bifurcation Formulae for Delay-Differential system) was developed by Hassard [1987] to perform semi-analytical bifurcation analysis of sets of ODEs and ODEs with delays. This code has been used in the current work to analyze the stability and bifurcation characteristics of the newly developed heated channel model in the design and operating parameter space. For a given set of nonlinear ODEs or ODEs with delays and the corresponding Jacobian matrix, the code determines the critical value of the bifurcation parameter $\lambda_c$, the frequency and amplitude of the oscillation, and the parameters $\mu_2$, $\tau_2$ and $\beta_2$. A negative (positive) value of $\beta_2$ indicates a supercritical (subcritical) Hopf bifurcation. $\tau_2$ is a correction factor for the oscillation frequency, and $\mu_2$ relates the oscillation amplitude to the value of the bifurcation parameter. By incrementally varying a second parameter and repeating the calculations for the
critical value of the bifurcation parameter, one can easily generate stability boundaries and determine the nature of the bifurcation along such boundaries in two-dimensional parameter spaces.

In the present context, a main Fortran program has been developed, which calls BIFDD and employs a special subroutine written to provide the right-hand side of the set of nonlinear ODEs, as well as the Jacobian matrix, derived using the symbolic toolbox Maple.

4. Results and Discussions

4.1. Semi-analytical bifurcation analysis

The aim in this section is to carry out a comparative analysis between the use of DFM and HEM using semi-analytical bifurcation analysis with the code BIFDD. Results for stability boundaries are presented here in the subcooling number—phase change number \((N_{sub} - N_{pch})\) operational parameter plane, because it is in this plane that the validation of the current model has been carried out against experimental data [Dokhane, 2004]. Typical numerical values used in this research for the design and operating parameters are given in Appendix B.

Drift Flux Model versus Homogeneous Equilibrium Model

By setting \(C_0 = 1\) and \(V_{gj} = 0\), the present model reduces to the homogeneous equilibrium model (HEM) as used by Karve et al. [1994]. Shown in Fig. 4 are the stability and bifurcation results for the HEM \((C_0 = 1\) and \(V_{gj} = 0\)) and the DFM with \(C_0 = 1.03\) and \(V_{gj} = 0.1\). The stability boundaries in the \(N_{sub} - N_{pch}\) plane are shown in Fig. 4(a). This figure clearly shows that the SB is sensitive to the model used. The corresponding bifurcation diagram in the \(N_{sub} - \beta_2\) plane shows that both sub- and super-critical Hopf bifurcations are encountered. (As mentioned in Sec. 3.3, \(\beta_2\) is a parameter in the bifurcation analysis. \(\beta_2 < 0\) implies supercritical Hopf bifurcation, while \(\beta_2 > 0\) indicates subcritical Hopf bifurcation.) In this case, Hopf bifurcation is subcritical \((\beta_2 > 0)\) for \(N_{sub} < 3.15\), and supercritical \((\beta_2 < 0)\) for higher values of \(N_{sub}\) [see Fig. 4(b)]. Referring to Fig. 4(b), points A, B and C shown in Fig. 4(a) are located in the region where subcritical bifurcation is predicted when crossing the SB, while points D, E and F are located in the region where subcritical bifurcation is expected.

In references [Achard et al., 1985] and [Rizwan-uddin & Dorning, 1986], however, it was reported that only supercritical Hopf bifurcation is encountered in the above parameter range. This disagreement in the bifurcation results may be ascribed to differences in the assumptions made in the

\[^{5}\]\(N_{sub}\) is here the two-phase change number, i.e. \(N_{pch,2}\) (see Appendix A).

\[^{6}\]\(\beta_2\) is related to \(\beta\) [Hassard, 1987] through \(\beta = \epsilon^2 \beta_2\), where \(\epsilon\) is the oscillation amplitude.
individual models. It would seem, therefore, that further investigations are needed to clarify this discrepancy. For instance, a study that evaluates the effects of using other simplifying assumptions (e.g., those made in models of Clausse and Lahey [1991] and Karve et al. [1994]) on the nature of Hopf bifurcation would help considerably to understand this disagreement.

The effects of the drift flux model parameters ($C_0$ and $V_{gj}$) on the stability as well as on the bifurcation characteristics are investigated next. While the stability boundary is sensitive to the value of $C_0$ ($V_{gj} = 0$), as seen in Fig. 5(a), the nature of Hopf bifurcation is less affected. Only a small shift of the transition point between the sub- and super-critical regions is observed as $C_0$ changes from 1.0 to 1.03 [Fig. 5(b)]. For example, the transition occurs at $N_{sub} = 3.15$ for HEM, at $N_{sub} = 3.4$ for DFM with $C_0 = 1.03$ and $V_{gj} = 0$, and at $N_{sub} = 3.65$ for $C_0 = 1.05$ and $V_{gj} = 0$. As was reported earlier by Rizwan-uddin and Dorning [1986], $C_0$ is seen to have a stabilizing effect [Fig. 5(a)]. This can be explained qualitatively by the following: for $C_0 > 1$, the concentration of bubbles at the periphery of the heated channel is lower than that for HEM. This causes less friction in the two-phase region, which

![Fig. 5](image-url) Effects of $C_0$ variations. (a) Stability boundaries in $N_{sub}-N_{pch}$ plane. (b) Nature of Hopf bifurcation in $N_{sub}-\beta_2$ plane. Bifurcation is supercritical for $\beta_2 < 0$, and subcritical for $\beta_2 > 0$.

![Fig. 6](image-url) Effects of $V_{gj}$ variations. (a) Stability boundaries in $N_{sub}-N_{pch}$ plane. (b) Nature of Hopf bifurcation in $N_{sub}-\beta_2$ plane. Bifurcation is supercritical for $\beta_2 < 0$, and subcritical for $\beta_2 > 0$. 
means a lower two-phase region pressure drop; thus, the heated channel is more stable.

Results on the effects of the drift velocity $V_{gj}$ are presented in Fig. 6. The SB is a little less sensitive to the value of $V_{gj}$ [Fig. 6(a)] than it is to typical values of $C_0$ [Fig. 5(a)]. However, the nature of Hopf bifurcation for lower values of $N_{sub}$ is more sensitive to the value of $V_{gj}$. For example, for $V_{gj} = 0.12$ ($C_0 = 1$), the branch of the SB which was subcritical in the HEM case disappears and the entire SB becomes supercritical [Fig. 6(b)]. Like $C_0$, $V_{gj}$ has a stabilizing effect. The reason is that, for $V_{gj} > 0$, the velocity of the liquid is less than the mixture velocity in the HEM. This results in a decrease of the two-phase pressure drop that stabilizes the system. Although there is a partly compensating effect due to the steam velocity being higher than the mixture velocity in the HEM, the contribution of the liquid phase to the pressure drop is greater than that of the gas phase.

It should be noted that, although the stabilizing effects of $C_0$ and $V_{gj}$ are well understood, explaining the effects of these two parameters on the bifurcation characteristics remains a challenge.

4.2. Numerical simulation

It needs to be pointed out that bifurcation analyses of the above type are only valid in the vicinity of the SB. Hence, numerical integration of the set of five ODEs has been carried out — in the MATLAB environment — to confirm the predictions of the semi-analytical bifurcation analyses close to the SB, as well as to provide global information beyond the local bifurcation findings, i.e. to evaluate the system behavior in regions away from the SB. For the numerical integration of the ODEs, a fifth order Runge–Kutta method has been used.

Figures 7–9 show, respectively, the time evolution of the inlet velocity with parameter values corresponding to points A, B and C — in the supercritical region — shown in Fig. 4(a). As expected, the point A is stable for both the HEM and DFM [Fig. 4(a)]. Hence, the oscillation amplitude decays...
Fig. 8. Time evolution of liquid inlet velocity $v_{\text{inlet}}(t)$ for parameter values corresponding to point B for: (a) Homogeneous Equilibrium Model (HEM), (b) Drift Flux Model (DFM).

Fig. 9. Time evolution of liquid inlet velocity $v_{\text{inlet}}(t)$ for parameter values corresponding to point C for: (a) Homogeneous Equilibrium Model (HEM), (b) Drift Flux Model (DFM).
to the fixed point [Figs. 7(a) and 7(b)]. Point B, shown in Fig. 4(a), is in the unstable region for the HEM. It is close to the stability boundary and the nature of Hopf bifurcation is supercritical. Therefore, as predicted by the bifurcation analysis, this leads to stable limit cycle oscillations, as shown in Fig. 8(a). However, point B is stable for the DFM, and consequently the oscillation amplitude decays to the fixed point [Fig. 8(b)]. Finally, point C is in the unstable region and it is far from the SB for the HEM [Fig. 4(a)]. Therefore, the oscillation amplitude grows away from the fixed point [Fig. 9(a)]. However, for the DFM case, point C is in the unstable region but close to the SB. Hence, this leads to stable limit cycle, as shown in Fig. 9(b).

Figures 10–12 show, respectively, the system dynamics at points D, E and F, shown in Fig. 4(a). Point D is in the stable region for both models. In addition, it is close to the SB for the HEM, and the nature of Hopf bifurcation is subcritical. Therefore, beside the stable fixed point, an unstable limit cycle is predicted. Numerical simulations confirm these findings, as shown in Figs. 10(a) and 10(b). The small amplitude perturbation ($\delta s_2 = 0.1$) decays to the fixed point [Fig. 10(a)], and the large amplitude perturbation ($\delta s_2 = 5.0$) leads to growing amplitude oscillations [Fig. 10(b)]. For the DFM [Fig. 10(c)], however, point D is far enough from the SB so that only decaying oscillations are encountered, i.e. only a fixed-point attractor exists.

Numerical integration results with parameter values corresponding to point E are shown in Fig. 11. This point is on the unstable side for the HEM, so that the system evolves with growing amplitude oscillations [Fig. 11(a)]. However, for the DFM, since point E is on the stable side and close to the SB, and the nature of Hopf bifurcation is subcritical, a fixed point attractor for small amplitude perturbations around the fixed point and an unstable limit cycle for large perturbation amplitude are
Fig. 11. Time evolution of liquid inlet velocity $v_{\text{inlet}}(t)$ for parameter values corresponding to point E for: (a) Homogeneous Equilibrium Model (HEM), (b)–(c) Drift Flux Model (DFM) with small and large perturbation amplitudes, respectively.

Fig. 12. Time evolution of liquid inlet velocity $v_{\text{inlet}}(t)$ for parameter values corresponding to point F for: (a) Homogeneous Equilibrium Model (HEM), (b) Drift Flux Model (DFM).
predicted by the bifurcation analysis. Numerical simulations confirm these predictions [Figs. 11(b) and 11(c)]. Finally, point F is a trivial unstable fixed point for both models, and Figs. 12(a) and 12(b) show its dynamics. It should be noted that, in the case of subcritical Hopf bifurcation, the strip close to the SB where unstable limit cycles exist is very narrow. However, for the supercritical case, the strip that comprises stable limit cycles is quite wide. This means that it is much easier to identify a stable limit cycle than an unstable limit cycle.

5. Summary and Conclusions
A new model for two-phase flow in a heated channel has been developed using a drift flux representation. Stability and semi-analytical bifurcation analyses have been performed using the bifurcation analysis code BIFDD, stability boundaries and bifurcation characteristics being determined in the $N_{\text{moh}} - N_{\text{pich}}$ operational space. The results of the bifurcation analysis along these stability boundaries clearly show that both sub- and super-critical Hopf bifurcations can be expected. The impact of the parameters of the drift flux model ($C_0$ and $V_g$) has been investigated in this context. While the SB is found to be sensitive to values of both $C_0$ and $V_g$, the nature of Hopf bifurcation for lower values of $N_{\text{moh}}$ is found to be considerably more sensitive to the value of $V_g$. The above results have been confirmed by numerical integration of the set of ODEs.
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### Nomenclature

- **A**: cross-sectional flow area
- **C₀**: void distribution parameter
- **D**: diameter
- **DFM**: drift flux model
- **Fr**: Froude number
- **HEM**: homogeneous equilibrium model
- **N_f**: friction number
- **N_sub**: subcooling number
- **N_pch**: phase change number
- **K_{exit}**: exit pressure loss coefficient
- **K_{inlet}**: inlet pressure loss coefficient
- **PAH**: Poincaré–Andronov–Hopf
- **T_{inlet}**: liquid inlet temperature
- **∆P**: pressure drop
- **SB**: stability boundary
- **V_{gj}**: void drift velocity
- **f**: friction factor
- **g**: gravitational constant
- **h**: enthalpy
- **j**: volumetric flow rate
- **L**: channel length
- **q''**: wall heat flux
- **p**: pressure

### Subscripts

- **corr**: correction
- **ext**: external
- **homo**: homogeneous
- **f**: liquid
- **g**: vapor
- **m**: mixture
- **1φ**: single-phase
- **2φ**: two phase

### Superscripts

- ***: dimensional quantity
- **∼**: steady state value

### Appendix A

The dimensionless variables and parameters in the single and two-phase regions are:

\[
\Delta P_{\text{ext}} = \frac{\Delta P_{\text{ext}}^*}{\rho_f^* \nu_0^*} \quad \Gamma = \frac{q''' \xi L^*}{A^* \Delta h_{\text{fg}} v_0^* \rho_f^*}
\]

\[
v = \frac{v^*}{v_0^*} \quad \rho_m = \frac{\rho_m^*}{\rho_f^*}
\]

\[
\mu = \frac{\mu^*}{L^*} \quad j = \frac{j^*}{v_0^*}
\]

\[
V_{gj} = \frac{V_{gj}^*}{v_0^*} \quad z = \frac{z^*}{L^*}
\]

\[
Fr = \frac{q'' \xi L^*}{g^* L^*} \quad N_{f,j\phi} = \frac{f_{\phi} L^*}{2D_{\phi}^*}
\]

\[
N_{\rho} = \frac{\rho_{\rho}^*}{\Delta \rho^*} \quad N_{\rho} = \frac{\rho_{\phi}^*}{\Delta \rho^*}
\]

\[
N_{pch} = \frac{q''' \xi L^* \Delta \rho^*}{A^* \Delta h_{\text{fg}} \rho_f^* \rho_g^*} \quad N_{\text{sub}} = \frac{(\delta_{\text{in}} - \delta_{\text{sat}}) \Delta \rho^*}{A^* \Delta h_{\text{fg}} \rho_f^*}
\]
Appendix B

Results presented in this paper were obtained using the following numerical values for the design and operating parameters.

\begin{align*}
F_r & = 0.03333 \\
K_{eexit} & = 2.0 \\
K_{inlet} & = 6.0 \\
N_{f,1b} & = 2.8 \\
N_{f,2b} & = 5.6 \\
N_r & = 1.05397 \\
N_\rho & = 0.05120
\end{align*}